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Introduction Our Proposed Framework
Pref-FEND (Preference-aware Fake News Detection Framework)

Evaluation

Conclusion
Our Project

• There are two schools of text-based fake
news detec3on methods.

• They have different preferences of textual
clues, playing complementary roles.

Challenge of Integration
The real models are generally not that ideal…
• A pattern-based model maymemorize some

event-specific words.
• A fact-based model may prefer similar-format

evidence, distracting from fact descriptions.

Step 1: Preference Map Generation Left part of (a)
Preference Map: A score distribu5on of length n where the i-th score represents to
what extent the i-th token is preferred by the model.
① Stylis2c Tokens & En22es Recogni2on

Use prior knowledge to guide the map genera;on.
Ø Pa:ern Map: Recognize Stylis2c Tokens (e.g., emo;onal words, punctua;ons)
Ø Fact Map: Recognize En22es (as a verifiable claim generally has >=1 en;ty)

② Dynamic Preference Learning
Preference Learner: Heterogeneous Dynamic GCN (HetDGCN), shown in (b)
Ø Init: Tokens as nodes with preserving their types (heterogeneous) and cosine

similarity between each token pair as the ini;al edge weight.
Ø Graph Conv & Correla2on Update: AIer standard heterogeneous graph

convolu;on, use the latest representa;on to update edge weights (dynamic)

• Method: We propose Pref-FEND to integrate pa-ern-based and fact-
based fake news detec5on models in a preference-aware fashion.

• Evalua7on: Experiments on two new datasets show that Pref-FEND 
outperforms the exis5ng detec5on models. Further analysis shows that 
learned preference maps help models be more focused.

• Data: We construct two new datasets (Chinese & English) based on the
exis5ng ones and crawled web ar5cles.

Ø Preference-aware Readout: Use the final correla;on matrix, sum all edge weight star;ng from
one node excluding those connected with non-preferred nodes.

Step 2: Preference-aware Joint Fake News Detection Right part of (a)
• A:en2on-based guidance to PaKern- and Fact-based models to obtain the preference-aware

features (shown in (c) and (d)), which are further concatenated for final predic;on.
• Besides normal cross-entropy, two new losses are used to make the models supervisemutually.

Ø Similarity Loss. Cosine Similarity between the two Maps.
Ø Reverse Cross-entropy Loss. PaKern Map to guide fact-based model; and vice versa. Expect the

model to output the wrong predic;on.

•Our Pref-FEND can improve the
detec3on performance of models
that perfer paDerns, facts, or both.
(See in paper)

↖ Frequently preferred tokens in
the two kinds of maps show their
differences, which is captured by
Pref-FEND.

← Cases with preferred tokens
highlighted.With effec3ve
guidance, Pref-FEND made correct
predic3ons when the single-
preference models did not.
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Post: [Good news for protecting small animals!] Shanghai has the first hotline…

Fact-based ModelPattern-based Model

[Good news for protecting small 
animals!] Shanghai has the first 
hotline for reporting dog meat 
selling in China! As long as you call 
12331 and report, the government 
will reward you ¥500!!! You who 
love dogs, repost quickly!!!

Focus on the common
patterns of fake news

Focus on the part that
needs to check

Fact-checking
Source

Retrieve
RelevantArticle

State FDA: 12331
does not accept the
report of dog meat
restaurants…

Predict

FAKE
Predict

• Frequent use of “!”…
• Urge readers to spread
using “repost quickly”…
• ...

(Implicitly)
Found Patterns

FAKE

Different
Preferences

[Good news for protecting small 
animals!] Shanghai has the first 
hotline for reporting dog meat 
selling in China! As long as you call 
12331 and report, the government 
will reward you ¥500!!! You who 
love dogs, repost quickly!!!

Few works consider their integra0on.

[Good news for protecting small animals!] Shanghai has the first hotline for 
reporting dog meat selling in China! As long as you call 12331 and report, 
the government will reward you ¥500!!! You who love dogs, repost quickly!!!

Mpattern Mfact

I find many seemingly reliable
relevant articles with a title in [].
This post might be real.

I see many real news samples
containing Shanghai during
training. This post might be real.

(b) Preference Learner — Heterogeneous Dynamic GCN
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Stage 3: Preference-aware Readout
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(c) Pattern-based Model
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CORE IDEA: Model preferences of the pa8ern- and the fact-based 
model and make the learning process more focused.

Visit https://sheng-qiang.github.io/ for more information.


